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Assessment of Spatial Variation of Risks

in Small Populations

by Wilson B. Riggan,* Kenneth G. Manton,’ John P.
Creason,” Max A. Woodbury,' and Eric Stallard'

Often environmental hazards are assessed by examining the spatial variation of disease-specific mortality or morbidi-
ty rates. These rates, when estimated for small local populations, can have a high degree of random variation or uncer-
tainty associated with them. If those rate estimates are used to prioritize environmental clean-up actions or to allocate
resources, then those decisions may be infleenced by this high degree of uncertainty. Unfortunately, the effect of this uncer-
tainty is not to add *‘random noise’* into the decision-making process, but to systematically bias action toward the smallest
popuiations where uncertainty is greatest and where extreme high and low rate deviations are most likely to be manifest
by chance. We present a statistical procedure for adjusting rate estimates for differences in variability due to differen-
tials in local area population sizes. Such adjustments produce rate estimates for areas that have better properties than
the unadjusted rates for use in making statistically based decisions about the entire set of areas. Examples are provided
for county variation in bladder, stomach, and lung cancer mortality rates for U.S. white males for the period 1970 to 1979.

Introduction

Evaluation of the geographic variation of disease-specific in-
cidence and death rates across small areas is important in iden-
tifying potential environmental hazards and in determining
priorities for responses to ameliorate such environmental
hazards. The finer the geographic detail (i.¢., the smaller the
area), the greater is the capacity to identify potential en-
vironmental causes of disease risks. Unfortunately, there is a dif-
ficulty in using the observed rates for small areas to make such
decisions, i.e., small areas also tend to have small populations.
The precision of a rate estimate is inversely related to the size of
the local population and number of index events in the area. If
there is a wide range of population sizes over the set of small
areas, we can expect the rates for the smallest populations to have
the greatest variability and thus to be overrepresented in groups
of areas with highest and lowest rates. Consequently, use of the
observed rates for small areas may introduce systematic errors
in decision making if decisions require the identification of areas
with rates that are truly extreme.

For example, if one had resources to conduct detailed epi-
demiological studies in the 0.1 % of small areas (e.g. , the 3061
U.S. counties) with the highest rates, the studies would be almost
certainly targeted to the subset of areas with the smallest popula-
tions which would have the most extreme (both high and low)
rates due to random variation. Likewise, if one wished to target

*Health Effects Research Laboratory, U.S. Environmental Protection Agen-
cy, Research Triangle Park, NC 27711,

'Center for Demographic Studies, Duke University, Durham, NC 27706,

Address reprint requests 1o W, B. Riggan, Health Effects Research Laboratory,
U.S. Environmental Protection Agency, Research Triangle Park, NC 27706,

clean-up activities in a given year to the 10% of small areas with
the greatest environmental hazards, use of the observed rates
would again lead to allocation of clean-up resources to areas with
small populations and large random variation in rates,

The decisions based on the observed rates are even more prob-
lematic if considered in terms of targeting actions to benefit the
largest number of persons. That is, the 10% most extreme rates
would, by chance, tend to be concentrated in areas with very
small populations which, being smaller than average, would con-
tain far less than 10% of the total population.

In addition, in studying the patterns of environmental risks
over small areas, the use of observed rates may lead to distortion
of spatial patterns because small populations with extreme
deviations will dominate those patterns. To identify the inter-
relation of risks over spatial domains, it is again necessary to
adjust the rates for chance variations due to small population
sizes.

To deal with these problems, specialized statistical procedures
were developed to produce stabilized rate estimators for small
populations that are more precise on average (i.e., across the total
set of stall area populations) than the usval independent maxi-
mum likelihood rate estimator for each area, i.e., the observed
*‘rate”” or the ratio of events to population exposure in the area.
To improve the average level of precision, these procedures bor-
row information from the distribution of rates to adjust the rate
estimator for each area, i.e., the average rate over all areas is
combined with the observed rate in each local area to produce a
stabilized rate for the area. The average rate is a biased estimator,
and the observed rate is an unstable estimator (i.e., subject to
large random variation) for each local area. Combining weights
are calculated which simultaneously @) minimize the bias of the
average rate and b ) increase the stability of the observed rate. If
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the weights are appropriately selected, then stabilized rate
estimates for the set of local area populations can be produced
where the standard errors of the rates are independent (or near-
ly 50) of the size of cach area’s population. Thus, decisions re-
quiring the identification of truly extreme rates can be more con-
fidently made on the basis of the stabilized rates. The statistical
methods that can be used to produce composite rate estimates
with the desired properties are based upon “‘empirical Bayes”
principles [e.g., Morris (1,2)].

In the remainder of the paper we briefly describe two empirical
Bayes procedures (3,4) and then apply them to data on U.S.
cancer death rates at the county level (5). The effects of these ad-
justments are illustrated using maps of the between-county varia-
tion of three types of cancers for white males in the United States
in 1970 to 1979.

Data

The data employed in the analyses are drawn from files of
county-specific cancer death rates prepared by the U.S. En-
vironmental Protection Agency (EPA) from detailed micro-data
mortality files prepared by the National Center for Health Sta-
tistics and censal and intercensal population estimates provided
by the U.S. Bureau of the Census (5).

Death rates were calculated for 18 age categories (0 to 4 years,
5 to 9 years, etc., up to 85+), race (whites versus nonwhites),
sex, county, and 15 different types of cancer identified from the
underlying cause of death coded on U.S. death certificates (4,5).
Tabulations of death and population counts were prepared for
3061 counties (or county equivalents}. These were adjusted to
match the set of 3073 counties defined by the available mapping
software (5). Rates were available for single calendar years bet-
ween 1950 and 1979. Recently these files have been extended to
1987, the most recent date for which mortality data are available.
We restricted the analysis presented below to three of the 15
cancers (bladder, stomach, and lung) for white males for the
decade 1970 1o 1979.

Preliminaries

There are several different definitions of the “‘observed death
rate.” Each implies a different treatment of age. One option,
stratification by age, produces a vector of 18 rates for each coun-
ty. A second option is to aggregate over age, obtaining the “crude
death rate” (CDR) for the ith county as

J
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where y; is the count of deaths in county i for the jth age group,
n; is the population in that group, and J = 18. The + subscript
indicates summation over age.

Though CDR,; is an observed death rate, it is unsatisfactory
for comparing county rates since two counties with identical age-
specific death rates can yield different crude death rates because
of differences in the age-specific population counts, n; (6).
Thus, it is conventional to perform “‘direct age standardization”

of the vector of age-specific death rates (DASDR) using

J I
DASDR, = sz N, (y;/n;) /j; N, (2a)
I N,
= —_— - m.,., (2b)
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where my; is the death rate for age group j in county i. N; values
are the age-specific standard populations used to weight the my;
values [here the 1970 U.S. population was used as a standard (5)].

For comparison, the “marginal age standardized death rate”
(MASDR) can be calculated which, when N; = n_;, is simply
the crude death rate for the entire set of areas,

MasDR = 3 [ < |[ 22
- ,Zf N,y (3a)

- (b
= —m,,,
where m_; is the death rate for age group j at the national level.

Because comparisons of DASDR, are not confounded by dif-
ferences in the age structure of the population between counties,
itis often used as the observed death rate. It is, however, only an
estimate of the rate because its value depends on the choice of a
standard population. More important, however, DASDR, is ac-
tually more statistically unstable than CDR,. Specifically, Eq.
(2b) shows that when n;, is small, n; is substantially smaller.
Consequently, random variation in y; will be large relative to
that of y; . Thus, there is additional instability in DASDR, not
present in CDR,. There are three ways to deal with this addi-
tional instability when making comparisons.

First, North Carolina (7) presents maps of both the CDR;
vallues and DASDR, values and cautions the reader to beware of
discrepancies. Second, the National Cancer Institute (NCI) (8,9)
performs statistical tests of the significance of elevated DASDR,;
values and maps the results of the test (rather than the values of
the rates) and indicates which counties had elevated rates and
which of those with elevated rates had statistically significant
elevated rates. In both cases, the user is required to simultaneous-
ly deal with two complex patterns of geographic information.
The methods provide no procedures for ranking the county rates
from lowest to highest.

A third strategy is to replace direct age standardization with in-
direct age standardization using

IASDR, = — i — MASDR (4a)
,Zf n m,,;
= r, MASDR, (4b)

where r, is the standardized mortality ratio (SMR) in county i.
This rate is generated by applying a “‘standard” mortality
schedule to the population age structure in the county. The
relative risk between the observed overall count of deaths (y,,)
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and that expected from the application of the national mortality
rates to the county population is represented by r;.

Like DASDR, values, ISADR, values are comparable between
counties, but under a more restrictive assumption [proportional
hazards (6)]. On the other hand, they are more stable than
DASDR, values because they depend only on the total death
count, y,. . not the 18 age-specific counts, y;. Thus, their stabili-
ty is comparable to that of CDR, values.

Because r, is proportional to IASDR,, the analysis of local
area populations is often carried out using r; (10,11). Instability
in r; is typically handled by aggregating adjacent areas to obtain
an area with a larger population size. This, of course, loses some
of the geographic detail that is necessary to relate the elevated
mortality risks to possible environmental causes.

Methods

We briefly discuss two distinct forms of empirical Bayes (EB)
analysis. The first, the quintile model, is based on an extension
of the SMR model in Manton et al. (3: 810) to age-specific death

rates. The second, the two-stage model, analyzes both total and
age-specific death rates, but sequentially. The statistical details
and theoretical justification of the second model are presented
in Manton et al. (¢). This section briefly examines EB concepts
to introduce the nonstatistical reader to the basic principles of this
method. In the results section we compare the empirical perfor-
mance of the two methods.

If the observed rates are inadequate for mapping because of
their large random fluctuations, one must find rate estimates that
are more stable to replace them with. One might use rates for
each area assuming that the rates are temporally stable. For ex-
ample, in the analysis below we pooled each area’s data by
decade. However, pooling data over too long a period of time may
cause temporal changes in risk to be missed. A decade was the
longest period we felt could be substantively justified. However,
even decade-specific rates were still often unstabie. Thus, it was
necessary to generalize the principle of averaging beyond the cur-
rently available data to a hypothetical case where the observed
rate is one of an infinite number of outcornes that could have hap-

FiGure 1. Classification of 3061 counties of the continental United States according to population size. Class 1 (white) contains 2340 counties with the smallest
populations; class 2 (light gray) contains 497 counties with the next smallest populations; class 3 (middle gray) contains 148 counties with the next smallest popula-
tions; class 4 {dark gray) contains 57 counties with the next-to-largest populations; and class 5 (black} contains 19 counties with the largest populations. The population
sizes are based on averages of the census counts for 1960 and 1970 for white males. The total populations in each class are equat, accounting for 20% of the overall

total.
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pened. The theoretically possible outcomes are described in dif-
ferent ways by different EB procedures and the actual data are
used in different ways depending upon how the theoretical
distribution of outcomes is assumed to be generated. This
generalization is the underlying essence of the EB models.

The term ‘“‘empirical Bayes* was introduced by Robbins
(12,13) to refer to decision problems in which the identical con-
ditions are faced repeatedly. For each decision, new data are pro-
vided and one wants to estimate the long run average over
repeated, identical experiments. This problem is often referred
to as “‘nonparametric empirical Bayes” (NPEB) (1,74) and is
discussed by a number of authors (I5-17).

NPEB is not direcdy applicable to the mapping problem
because it requires multiple observed rates for each county for
each decade produced under identical conditions. The NPEB
procedure was developed for situations where the identical ex-
periment could be repeated. We cannot repeat the identical con-
ditions producing the set of cancer deaths in a county. Unlike the
NPEB problem, however, we do have observations on multiple
(n = 3061) counties and, although the conditions in these coun-
ties are not identical, the decisions to be made for each county
are the same. If the age-specific population counts were constant
over counties, the decision problems would be identical.

Morris (1 } uses the term “parametric” empirical Bayes (PEB)
to refer to EB problems where the conditions producing each
event (e.g., a county cancer mortality rate) are similar in some
respect, but not identical. By introducing a parametric distribu-
tion into the EB model the rate estimator for each county can be
made dependent, through the parameters of the selected distribu-
tion, on the rate estimator for all other counties. In effect, this
allows the information required to estimate one county’s long run
average to be obtained from the rates in all other counties (i.e.,
an average is obtained for the entire set of counties). This involves
assuming that, say, a Poisson process governs the generation of
cancer deaths in each count but the Poisson rates in each coun-
ty may be different. Thus, the similarity is the nature of the
generating process. Rates are made comparable by estimating the
distribution of Poisson rates across counties.

PEB models are closely related to the Stein (I8) effect and
James-Stein estimator (/9), as shown in Efron and Morris (20).
The PEB approach readily generalizes for many contests. A
James—Stein-type estimator was used by Fay and Herriot (2] ) to
estimate small area income averages. PEB estimators have been
used extensively for estimating vital rates in small areas
(3,4,22-29). Thus, there is a developing consensus that PEB
models can provide useful solutions to the problem of rate
estimation for small local populations. Of course, the results of
each application depend on the assumptions used in model
specification. Knowledge of these dependencies is important to
understand the properties of the different versions of this method.

Quintile Model

The quintile model involves sorting counties into five (some
other grouping could have been used) size classes, with each
class containing 20% of the total population (not 20% of the
areas), i.e., class 1 contains 2340 counties; class 2 contains 497
counties; class 3 contains 148 counties; class 4 contains 57 coun-
ties; and class 5 contains 19 counties. On average, counties in
class 5 are more than 120 times larger than counties in class 1.

The counties and their class designations presented in Figure 1.

Because counties in each class are approximately equal in size,
it is assumed that the PEB decision problem for the quintile is the
same. This assumption could be improved by increasing the
number of classes. Two additional assumptions are made: the
variation of each area’s rates is determined by the Poisson
distribution and the total variation of all rates is proportional to
the Poisson variation. The difference between the total variation
and the “natural” variation is called the “excess” variation, (i.e.,
variation beyond that due to the Poisson with the rate parameter
for an area) and can be tested using the methods of Collings and
Margolin (30) and Dean and Lawless (37).

The assumption of Poisson-distributed counts of deaths in
counties is consistent with the test procedures used by NCI (8,9).
A more fundamental justification is provided by Brillinger (32).
The assumption of proportional excess variation is consistent
with the heterogeneity model proposed by Manton and Stallard
(33) and Manton et al. (34). This model represents the rates for
each local area as a composite of the risks for all individuals in
that area. As small areas are combined to form larger areas, the
rates for the different areas are weighted according to population
six to form a composite rate, and the variances retain their pro-
portionality to the Poisson variation.

Under these assumptions, the empirical Bayes age-stan-
dardized death rate for county i is

EBASDR, =W, -DASDR, +(1 - qu) IASDqu , O

q
where g; denotes the quintile class for county i; W, is the
weight for this quintile class (3)

wq=aq/(l+aq)a (6)

which is the ratio of excess (a,) to total (1 + o) variation in the
quintile class; and IASDR_ is the indirect age standardized
death rate for all counties in the quintile class; i.e.,

IASDR, =1, MASDR,, N

where r, is the quintile SMR

I
Iq= 2 yi+fz _ 2 D |+ e - (®)
i€ Class, J=1 |ie Classg

Estimation of r, and ¢ is conducted on age-specific data us-
ing maximum likelihood methods (33). The age strata are treated
independently in estimation [unlike Manton et al. (3), where
total deaths, y;, , were analyzed], with the age standardization in
Eq. (5) conducted as a final, separate step. The counties are also
treated independently in estimation, so that no specific spatial
correlation structure is assurmed. If clusters of elevated rates are
found in the maps, these are not the result of model assumptions,
but reflect real variation (and covariation) between county rates.

One difficulty in interpreting patterns occurs when quintile
SMRs are very different and quintile weights, W, are small. In
this case, the spatial patterns can become dependent on the quin-
tile classification system, i.e., the patterns are dependent on how
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the counties are grouped into classes. The second method avoids
this problem.

Two-Stage Model

The two-stage model derives from the quintile model by in-
creasing the number of classes until each county is in its own
class. In this case Eq. (5) becomes

EBASDR, =W, - DASDR, + (1 - W) IASDR;, {9)

where IASDR, depends on r; as in Eq. (4b). This is not satisfac-
tory since r; is unstable. Thus, the two-stage approach is a}
generate EB estimates (P;) of r; to remove instability and 5) use
these estimates in Eq. (9) along with revised W, values to make
the final estimates:

EBASDR, =W - DASDR, + (I - W) p, MASDR ,  (I0)

where
p,=B,r,+(1-B), (1)
= Mri_ (12)
! 1+ B yi+/ri
and
W=o/(1 +¢0) . (13}

Thus, the EB SMR estimator g, is a weighted average of the
observed SMR (r)) and the overall SMR (1.0). The weight B,
depends on the expected number of deaths (y;, /r;) in county i,
The parameter 3 is the variance of P; over all counties (4). The
second-stage weight, W, depends on the parameter o, in-
dependently of quintile or county.

Because P; is estimated in the first stage using y,,, age strata
are no longer treated independently, They are treated in-
dependently, conditional on P;, in the second stage, but this is
not the same as the fully independent treatment in the quintile
model. Conditional independence is consistent with a model
where county level effects are correlated over age via P;. The
quintile model could be modified to reflect county level effects
by analyzing y,., rather than y;.

The counties are treated as independent in the two stage model,
so that no spatial correlation structure is imposed. Furthermore,
whatever spatial patterns do emerge cannot be confounded with
the quintile classifications, since none is used. While small W_
value produce problems in the quintile model, small W values
are desirable in the two-stage model. They imply that no excess
variation {(a) exists, beyond the natural variation, after
calculating the first stage estimates. For W or « = 0, Eq. (10)
simplifies to

EBASDR, =B, JASDR, + (1 -B) MASDR.  (9)

Parameter Estimates
Quintile Model

The parameter estimates for the quntile model are presented
in Table 1. The SMRs (r, values) for all three cancer types in-
crease monotonically over quintile class, except for class 5 for
lung cancer. The lowest SMR is 80.7 % for class 1 for bladder
cancer. The highest SMR is 123.2% for class 5 for stomach
cancer. The national death rates (MASDRs) are 7.3 X 107°, 8.9
% 107°, and 64.2 X 107° for bladder, stomach, and lung cancer,
respectively. Over time the national death rates have a) been
stable for bladder cancer (7.3 x 107% in 1950-59), ») declined
about 4% per year for stomach cancer (from 20.1 X 107° in
1950-5), and ¢) increased about 4% per year for lung cancer
(from 29.8 x 10* in 1950-1959). The different temporal pat-
terns of change led us to expect different spatial patterns as well.
The product of r, and MASDR yields the indirect age standar-
dized rate for quintile class g, as indicated in Eq. (7).

The second set of parameters, o, reflects the excess variance
of the observed death rates relative to their natural variation (32).
All parameters are statistically significant, indicating that excess
variation is present. This excess variance increases mono-
tonicaliy over quintile class, ranging from 2.4 % for class 1 for
stomach cancer to 477.5 % for class 5 for lung cancer. The excess
variance also increases monotonically over cancer type, except
for class 1 for stomach cancer. Given the role of a in the
weighting formula [Eq. (6)], these patterns of increase provide
support for the assumption that the weight in formula {Eq. (12)]
increases with the expected number of deaths (not necessarily
population size) and that increases are cancer site dependent
(through 3). The weights implied by the o, values in Table 1
range from a low of W, = 0023 to ahigh of W = 0.827, witha
median value W, = 0.250. Thus, the quintile specific rate domi-
nates the observed rate in Eq. (5) in most cases considered.

Two-Stage Model

The parameter estimates for the two-stage model are presented
in Table 2. The first stage involves estimation and testing of the
variance of the set of 3061 county SMRs. The test is significant
for the three cancer types. The estimated variance (8) ranges
from 4.7 to 7.1%. Alternatively, the coefficient of variation ranges
from 21.7 to 26.6 %, which is consistent with the range of quin-
tile specific SMRs (r, values) in Table 1. Indeed, by equating the
weights in Egs. (6) and (12) and solving for o, we find that Table
2 predicts that the stomach cancer o, values should be larger, on
average, than the bladder cancer ¢ values by the factor 1.8 =
(7.1/4.Ty x (8.9/1.3) and the lung cancer values should be larger

Table 1. Parameter estimates, U.S. white males, 1970-1979, quintile model.

Quintile 1y X 100, g X 100,

class (q) Bladder stomach Lung Bladder stomach Lung
1 80.7 83.8¢* 936 38 24" 328
2 96.6 88.2* 984 11.9 12.87 820
3 105.2 9.1 103.1 20.6 40.1" 1409
4 110.9  110.3* 104.8 23.4 1123 376.8
5 1124 1232* 101.6 333 151.1" 4775

MASDR x 103 7.3 8.9* 642

MASDR, marginal age-standardized death rate.
*Parameters significantly different from 1.0 (¢ < 0.05).
"Parameters significantly greater than 0.0 (p < 0.05).
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Table 2. Parameter estimates, U.S, white males, 1970-1979, two-stage model.

Site 8 x 100 o X 100 MASDR x 100
Bladder 4.7* 0.1 7.3
Stomach 7.1* 0.0 8.9
Lung 5.0 8.4* 64.2

MASDR, marginal age-standardized death rate.
*Parameter significantly greater than 0.C (p < 0.03).

by the factor 9.4 = (50/4.7) X (64.2/7.3), using MASDRs from
Table 1. The median factors in Table 1 are 1.9 (= 40.1/20.6) and
8.6 (= 32.8/3.8), respectively. Thus, the two sets of parameter
estimates are in good qualitative agreement.

The second stage tests the residual excess variance (o) from the
first stage. For bladder and stemach cancer, this component of

variance is negligible: The first stage-model is adequate to
characterize those cancers. For lung cancer there is a small
but statistically significant residual component of excess variance
(8.4%). This means that there is variation in the age-specific lung
cancer death raies that is not captured in the proportional ha-
zards assumptions of the SMR model. Previous investigations
strongly suggest that cohort effects differentially operating over
geographic area produced the excess variation for lung cancer
(35).

The EB estimator for bladder (since o« =0) and stomach (since
a=0) cancer obtains from Eq. (14). The EB estimator for lung
cancer (since «>0) obtains from Eq. (10). Thus, the excess
variance in the second stage is accounted for in the more com-
plex weighting formula. It is not ignored.

ICD code(s): 188,189.3
by county

FIGURE 2. Guide to observed rates of cancer of the bladder and other urinary organs for U.S. white males, 19701979 map. The map key and frequency polygon
for the 3061 county rates are in the lower left corner. Shading is as follows: black, counties ranked in the highest 2% of all counties (98th and 99th percentiles);
dark gray, counties in the next highest 3% of all counties (95th to 97th percentiles); medium gray, counties in the next highest 5 % of all counties (90th to 94th percen-
tile); light gray, counties in the next highest 15% of al! counties (75th to 89th percentile); white counties in the lowest 75 % of all counties (Oth to 74th percentiles).
These cut points are graphically illustrated in the lower tone bar. The triangle below the lower tone bar indicates the relative ranking of the national rate. The up-
per tone bar relates these cut points to their locations on the frequency polygon constructed from the distribution of the 3061 county rates. The triangle between
the upper tone bar and the frequency polygon indicates the location of the national rate. The histogram in the lower right of the map (in the Gulf of Mexico) shows
the age-specific death rates for all age groups with significant numbers of deaths at the national level. The ICD codes below the histogram give the disease categories
in the 9th Revision of the Iniernational Classification of Diseases. Additional information is provided in Riggan et al. (5).
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Maps

In this section we present maps of the observed death rates, the
quintile model rates, and the two-stage model rates for each of
the three cancer types for U.S. white males for 1970 to 1979.

Bladder Cancer

Bladder cancer is of interest in that it is temporally stable, ex-
hibits modest variation over counties, has been linked in correla-
tion studies with chemical exposures in certain industries, and
has been previously identified by NCI as concentrated in the
Northeast (particularly New Jersey), around the Great Lakes,
and in southern Louisiana (36). Figure 2 displays the observed
rates for bladder cancer.

The rates in the NCl areas are moderately elevated, but higher
rates are manifest in the western Great Plains and Rocky Moun-
tains. Comparison with Figure 1 shows that these are almost all
sparsely populated (class Iyareas. The NCI maps indicate that most
of those highly elevated rates are statistically nonsignificant (9).

Figures 3 and 4 display the two sets of EB rate maps. Both shift
the locations of the elevated rates to the NCI areas (36), so that
there is a general concordance between the two models. Ex-
amination of the frequency polygon for county rates, however,
shows that the quintile model has five modes (at 5.9, 7.1, 7.7, 8.1,
and 8.2 x 107°). This is because the results for the quintile
model depend on how the counties are grouped into six classes,
with the dependence inversely related to the size of the o, pa-
rameters. From Table 1, it follows that the effect is greatest for
bladder cancer. This is undesirable for producing maps for a
large number of different types of cancer. The two-stage model
was adopted for use in the U.S. EPA mapping volume (5) because
no a priori size grouping of counties was necessary.

Stomach Cancer

Stomach cancer is of interest because its rates are declining,
with the declines associated with cohort differentials [i.e.,
younger cohorts have lower risks; see Manton and Stallard (37)].
Figure 5 displays the observed rates (DASDR,; values) for sto-
mach cancer,

Clearly there is a concentration of elevated rates (18.3 x 107°)
in the Dakotas, Minnesota, Wisconsin, upper Michigan, New
Mexico, Colorado, and several other central states. Comparison
with Figure 1 shows that these are almost all sparsely populated
(class 1) areas.

Figures 6 and 7 display the two sets of EB rate maps. Both shift
the elevated rates to more populated areas. Examination of the
frequency polygon shows that both models have unimodal
distributions of predicted rates. For the quintile model, however,
modes for class 1at 7.5 x 1075, class 2 at 7.9 x 107°, and class
3 at 88 X 107* are discernable. The upper tail of the distribution
is spread more than in Figure 3 because of the larger o, values
{(Table 1). Less than 5% of counties in Figure 6 are above the na-
tional death rate, whereas in Figure 7 more than 25% are above
that rate. in this case, it follows that the two-stage model pre-
serves more of the natural variation in the rates. The fact that the
statistical test at the second stage showed that there was no excess
variation suggests that the two-stage model does better in deter-
mining the “correct™ level of variation.

In Figure 7 there are considerable changes in the spatial pat-
tern from that in Figure 5. The highest rate is now 15.9 X107,
the lowest rate 4.4 X 1077 instead of 0.0. There continues to be
high rankings of rates in Minnesota, New Mexico, North
Dakota, and upper Michigan, but now rates in northeastern
states, southern California, Illinois, lower Michigan, and Loui-
siana have much higher rankings—features hidden by the ex-
treme variation of rates in the smallest counties in Figure 5. A
number of these areas are identifiable as being statistically
significant in the NCI maps (36). Thus, we have additional
evidence that the rate estimates from the two-stage model are
reasonable and would lead to reasonable rankings of the coun-
ties with elevated rates.

Lung Cancer

Lung cancer is interesting because it has increased in risk over
time, it is the most frequent cancer cause of death, and it was the
one cancer type wher the second stage adjustments proved
statistically significant (4). Figure 8 displays the observed death
rates (DASDR, values) for lung cancer. The greatest concentra-
tion of risk is along the Mississippi and Ohio Rivers in eastern
and Gulf coastal areas and in counties of Georgia. The observed
death rates range from 0 to 269.1 x 107°.

Figures 9 and 10 display the two sets of EB rate maps. In both
sets of maps the shifts in ranking are smaller than for stomach and
bladder cancer. There is much greater concordance between the
two EB rate maps. In Figure 10 the rate varies from 23.6 to 98.8
x 107°. The shrinkage of the extreme variation, though still
considerable, is less than for stomach cancer because of the
greater number of lung cancer deaths (e.g., the highest stabilized
rates are one-third of the highest observed rates; for stomach
cancer, the highest stabilized rates were one-fifth of the highest
observed rates). It is interesting that most counties in Montana,
North and South Dakota, Colorado, and Utah lose their rankings
as high risk areas because of stabilization. What is most in-
teresting is the reinforcement of the high risk patterns in coastal
areas in the east and along the Mississippi and Ohio Rivers.

Discussﬁorn

Maps based on the stabilized rate estimates allow new spatial
features of cancer mortality risks to be identified that reflect ab-
solute tevels of risk by using composite estimators that weight the
statistical evidence in several ways. The rate stabilization pro-
cedure helps in identifying broad spatial patterns suggestive of
hypotheses about the sources and nature of environmental risks,
In addition, the rate stabilization procedure produces rate
estimates for specific areas that allow improved selection of
groups of areas for specific types of actions to be implemented.
This was illustrated by comparisons with Figure 1, which showed
that rate stabilization reduces the assigned rankings for areas with
small populations, thereby reducing the odds of incorrectly iden-
tifying a small area as a high risk area. Separate comparisons of
maps produced by the two-stage model (5) with corresponding
NCI maps (9) showed that NCY's statistical screening procedure
yielded groups of elevated counties that closely maiched the
highest ranked counties under the EB stabilization procedure.
Though it is comforting that the NC1 procedure and our EB pro-
cedure identify comparable sets of highly elevated country rates



RIGGAN ET AL

230

“() "[e12 ueBSty ur popiaaud st monewLIOJu} [FUONIPPY "saSDISIT fO w_mau%,.du oﬁﬂ%ﬁ%ﬂﬂﬂ Mw““wwwm M_MM
1P 31 31T WeaSoisTy au1 Ao $3ped I AL *[OA3] [BUOTEY U T8 SYILIp JO SIqLNg ety s sdnoad afe e 1 1

W&Mﬂmﬂwﬂwﬂm ﬁ_“ hﬂD u.ﬁ ur) a«Eﬁﬁz..uo Em_u_“_ nm.ﬂwﬂ s ur M.Hn._.maﬁ:_ QUL apel [EUCTIEU U JO UOTiES0] AU sajeput ucSijod au:uMWo.c a1 pue req u:“ ..“M: WH
U3amiq u._w.a_._... Sy sapes QURod [9OE Y1 Jo UOHNGINSIP aY) Woiy paronnsuod uodkod Kousnbay ay uo suone0| M3yl 01 sjurod o Mmuwu mBﬂ.&cn_ n_..u Mu
-dn oy, "31e1 TUOIEU 3471 JO SUIYURI SANE[SY 3U) SSIEIPH Jeq SUA) 1IMO0] ) MO[q a[fwewn 3y |, “1eq 350 Jamo| ap ut parensnn Afeoryde3 are H.Shﬁ " 1 > u. a.w
“(saqnuaazad (ipy, 01 30) SANURO ([ JO % G/ 153MO0] U UT SATUNOS ANTym *(3muaasad Y68 01 qIcs ) SapUMeo 112 JO 9 G 1SAYIL 1xaU S L] SINUNOD ﬁﬁ.w ‘(om
-usasad k6 01 [OG) SAUMOS [Te JO % & 1SS XU 21} Uy Sonuned KriF umipat S(sajnuasad L6 01 I56) SINUNOD [[B JO % € 1SAYFIY 1X20 31 Ui $30UN0o 2 x.“Mv
*(sanuassad Q166 PUE YI6) SINUNOS ([ Jo % 7 ISSYTTY Y] UY PAULI SONUNOD *YIREG SMO[[O] SE 1 SUIPEYS “IAWICD YI] JOMO) SU Ul SIE SI1R1 _“a::oo Gcm. ﬁmm % .
=omh._on Aouanbeug pue Loy dew ay T -dew g/61-0£6] ‘serew suym g1 Joj suedio ATEULIN JAU0 PUR ISPPRIq 34 Jo J20UED Jof [apow a[numb oy aping ¢ 1.

v

00t 0é

09 05 or of ot L1 0

MU AL R A R AR R AAR S R A s n s s ny a

&, G < . n, N

Lunoa £q
£681°381 :(s)apoa qDI i Y




231

ASSESSMENT OF SPATIAL VARIATIONS

"() 1o 10 wedlny ut papiacsd 51 UOURULIOIUL [EROTIPPY SaSDISIT fo UONDOYISSD]T) IPUOHIDNLIIIUT 2yt O woISIATY YiG oY) U
sa11032180 952ISIp 21 A13 weaS0ysry Sip A0} SIPOD (O AL *[249] [EUCHEU A 1 SIESP JO SIsqumu Juesymudis gum sdnoud a8e (e Jof sarer yieap oyiads-ae ap
saoys (021X Jo JInn o ur) dew o) Jo W31 1amo] au U1 weIBos1y SLLT el [EUOTIEY AU J0 UONeI0] 1)) saesiput uodAjod Asuanbay sy pue Jeq au) 1addn aq
udaMI2q H[3UeL BY ], ‘$ANRI £JUNOI [90F FYI JO BONNGINSIP Y1 Woly pAonysuod uodLjod Husnbayy ayp vo suonesop 1oty 0) stured Mo 383yt sarejal 1eq suot 1ad
-dn 2y, -are1 reuoiieu a1 Jo FUDJUET 2ALIE]S] St $2IEIPUT Jeq SUO} IAMO[ ) A0Jeq S{Fueln) Jy 1, "Teq SUC] Tamo] LUt patenisagy Ajearmdesd ase symod o 8oy,
*{s3qnuaoaad yipy 01 Q) SINUNGD [[8 JO 3, G/ 1590 U LT SANUN00 YA (3MUuaoixd (gg o1 (s,) SANUN0S [[e Jo ;6] 1saySry 1xau o ur sepunod K8 1yd (o
U4 (e 01 OG) SSNUN0D [T8 JO % ¢ 153y Iy 1xau 20 1y saemoo ‘e warpaw (sanuanad YiLe 01 YISE) STUNOD {12 JO % € 1S2UBIY 132U 3) Ul SaImo Aead yrep
¢(sa[nuaosad (igs pue YIgE) SAUNCD T8 JO % 7 15Ty 21 Ur PadfUes SMUN0D YI|Q :SMO]0J SB 51 SUIPBYS 291100 9] JIMO] ) U1 218 SI)BI AJUNOD [9OE Y 10§

uodAjod Louanbayy pue Aoy detw sy g, ‘dew g241-(L6] ‘ST YA g 10) SUERIo ATbULIn 1yI0 Pe J3PPE(q U JO JOOuED 10] 12poty 3Te1s-0ml OLapIy 'y FENOLY

Aunog Aq v
£631'881 (Hepoa (1 0. 09 0F Or O X

LL/




RIGGAN ET AL.

232

. “(§) "Te 10 ueSSryg U1 popraocid SI UONBULIOJUL [EUCRIPPY "S2SDASH(T 0 uouDIISS]Y) IDUOUTLAN] IYI O uOISIAY
Y6 oY Ul 59110T57E0 95ESID A0y 3A1S WeIBVISIY 3 MOJ3Q SIPO DT YL "[43] [BUCIIEL AN 18 Sif1eap Jo sraquImu JUedY SIS s sdnod a3e [[e.1of saed (ieop
arp1oads-a8e alp) smoys (001X JO JIND AP UL dew atp Jo 13U Jamo] ot ux uresSoisig 9y L e [RUCTIEY Y] JO 10Led0] Aty sareotpul vodA[od Lsuanbaly sy pue
JIrq aucy Jaddn ai usamiaq s[uein a0, sl AUnoo (9O ) JO UOTINQLIISIP 34} UI0L) PADOIISUGD uod&jod fousnbay sy1 uo suoneso| 1131 01 suuted s asaq
sa1eras yeq 3uct Joddn i, “2Ye1 [UOTIRY U JO SUDUE] SANR[D1 U S24EINPUL 18q SO} JMO] ) MO[2q a[BurL Ay, “Teq 3UC) 13/m0] M ul pareusaf]t Ajreatydeld e
siutod 305 asay ], *(sa[nua1ad i, 01 i) SHUN0 [[2 JO %5 57, ISIMO] 3Y) UL SALUNoD s “(amuaatad Yigg 01 YIGL) SINUN03 [[2 JO % ST 1SSYSIY XU 3y} U} 531
-unos *Aead 3y {(amuaniad ipg 01 NOE) SINUNO [[BJ0 %S 159y Sy 1X3U 94 Ul SANUNOD ARSI WINIpaW ‘(somuastad L6 01 {IgE) SAUNCD [[€ JO %E 1say iy U
o U1 sonumoen *Kead sep {(sanuaniad gs DUB YIg6) SSAUNOY [[EJ0 % T 1oy AU Ul PAYURL SSLUNOD “NIBG :SMO[{O] ST ST SuipryS 1I0I0D 1J3] J9MO] A VI A

sapes £3uno? [90g 2y 1oj uodL[od Aouanbay pue Koy dew 3y 1, “dew g761-0L6T ‘S[EW ANYM “S7[] 10) YORLIOIS 1) JO J3OUED J0 SILRT parlasqo 0 PIND ¢ TUNDIY

Kwnoo Aq v
151 :(3)2p02 (101 0L 06§ 08 0L 09 05 or OC Ot




233

ASSESSMENT OF SPATIAL VARIATIONS

(6} 12 12 ueEny ur papiacad st uoneunogur [eUONIPpY “sasvasiq
6 ay1 U1 sauodeied sseasip o aat8 werdorsiy 2 MO[2q 5300 (D UL “Joaa]
au1oads-ade 3 smoys (0o1XaJy jo JIngy a4 ur) dew 31 Jo 131 zomo] ays ut uresBo)sIy 2y 7 "ste [EuONEY P
1eq 9u0) Jaddn 2 vsamiaq 2(Fuew ay ), “s;es Kunoo 190€ 3 JO UOTINQLUSIP Y} WL} PAINNSU0D uodK|

Sa1e[u Jeq suot raddn sy 1. -rer reuoneu ays jo

TBUGHRY 31]) T8 SYIEP JO SIaq

B JATE]21 AL} SNLDIPUL Teq DUO) 140] SY) mofaq d[TueLn

Jo vouvarfissopy puouvwiatg ay fo UOISIAZY
L el TuBs yram sdnoad ofe e Joj sape eap
Jo uonexo] ayy savearput o jod Lxusnbary sy pue
od Huanbay a1 e suoneso] 1oy o1 syuiod 1o asay)
Y.L “TBq 3UO) Jamo] 3U) Ul pArensaq[ Ajjesrydeid are

siutod 103 asay [, *(sajuusaiad yips o1 yig) satiunoo 112 JO' 3 G/ 1S3MO0] 432 Ul S30UNOS 11y *(3[nua010d (Rgg 01 YIgy ) Sanunos 118 J0 % 61 159y3y 1xau 3ty ut sany

“Unod *fexd 3  (aptmasiad qipg o1 ge) SaNUMoD (e Jo % € 1524 1y 139U AU} ul SINUNED
311 Ut sanunod Aerd y1ep *(sa[tuaaiad g pue YI86) S2LUN0 12 JO % 7 1SaySy 2y ur

s AJunod [90¢ 9y Joy uofijed Ausnbay pur Aoy duwr aug g, -dewr g7 61-0z61

Amunos Lq
161 :(syopod (1331

oL

09

i23

or

05

ot

‘Ae8 urmipaw ! (s3nuassad gy 6 01 gE) SIMUNOY [[e JO % ¢ 15941y Jxau
POHUBI SIQUNCD “YIE]Y SAOT[O) $2 St BUIPES “IAILIOD 1J3] I3MO] O T 336
“SI[EU Y. °§[) JO) YORWIO)S A JO JJUED Joj [opour Hnunb apIng 9 FANoIJ

0l

[

TTI T T T T Y T T T ey




RIGGAN ET AL.

234

‘() '[e 1o uediry wt papiaoid ST UONEULIOJUY [EUCTIPPY “SASP2SH] Jo uonpafissy) jououmauf 3y fo uoIsnay
Y16 31 Wi S3L0331ED SSEISIP AP 2A1T WeIdolsiy Sy MO[3q SIPO2 (JOT YL “[249] [EronEU 3y 12 Stesp Jo sIaquunu JUedy SIS v sdnosd o3 [[e 1o] soIeT (ieap
oi1oads-ode ot SMoYs (C3TXIW JO JIND My Un) dew 51 o wF1a samor 1 Ut wrexSoISIY S L, “9Nel [EUOTIEU 1) JO UONEIC] 30 SABIPUL uodKjod Asusnbaiy o pue
Teq auo} zaddn a1 usamIaq d]SueLy) Y ], ‘sAel Aunod 190¢ AP JO UONAGUISIP A} WOIY PRONNSUOD uod41od £ouanbay 2y) uo suoneao] 11341 03 suntod Jnd 353
saje[a: 1eq 3uo) Jaddn FY, “1R1 [EUONEU Y jo SuDjukl 3ANR[RI 3U) SIIESIPUT JEQ JUOY M0 3U) MO a[BueLn S 1 TeqIUC) I0MO] ) UT patensnij A[eo1ydeid ame
syrod 3 asag L, “(so[nuaazad Yz 03 1)) SANUNOD T8 JO % 67 1SIMO] S U1 SIUNDO ATHM t(aqnuaa1ad YIGE OF [IGL) SSUNOD [[B JO % G1 ISIYSIY 1xau 3y ut s
-unos Kead g3y ¢ (amuaciad Yipe 01 YI06) SSIUN0D [[B JO % 15941y 1xou 3y Ul sanuNod ‘Aexd wngpatr ‘(saqnuaarad YiLa 01 (PGE) SUUNCD [[BJO %€ FEELRIFRVEL
2 11 sanunod ‘Aesd jaep L(sauaciad s PuE YIRE) SPTUN0D [18JO % T ysoyS1y 3y) Ul PSYURI SINUNOD YI[] :SMO[C] SE ST SUIPETS 1UI03 YI] J3MO 3 Ut 318

sare1 £JUN0o J9QF 34 Joy uodAjod Asuanbay pue Ay dew sqr ‘dew g2 61-0L61 “SIEW YA S 7] 103 YIETIONS Y} JO J90UED J0] 1apoull adejs-omjGIapmn L FANOLY

Kunoo £q v
161 (8)apod DL o0 o6 0d 0L 09 05 Ov O Or O




235

ASSESSMENT OF SPATIAL VARIATIONS

"(§) "[e 13 U=IAng Ul papIacid §1 uONBULICUI [EUOTIPPY “SASUISK(T fO UOUDIYISSDY) [DUOUDUZIN] 3y fo UOISIAZY Yi5 S I SILIOSAED SLasiP o anlB ureiSoisiy o
4012 5302 (IO 2 L “[343] [EUOTIEU 31 ¢ S7Eap JO SIUMU e mB1s giw sdnoid o3e [ Jof 918 ieap sijroads-oFe oty smoys (021X Jo JIn) ay) ut) dew oy
10 14312 Jomol 2t U1 uresS0iSTy SUT, ‘LT [EUOTIEY 31 JO UONEs0] 4] sajeorput vodiod Lusnbay ay pue req suor 1addn syy usemiag 2)3ueLn sy ] “sares Aunoos
190€ 241 Jo uonNQLISIp 34 wody pajannsucd vodAjod Huanbarg 2y uo suonesoy Jiays o siutod 00 953y} s21ejal Jeq suo soddn ayy -we: [eucheu s jo Juryuer
3A1E]1 31} SABIPUL Feq JUOI JIMO] A} MO3q I[FUELI BT, ‘Jeq SO} Jamn] A1 U3 PARISTN ATfedydesd are siutod 1no 353y 1 (sapnuaaad Ylp O110) SanUno3 e jo
% SL 1SMO] U UL SINUNOD A | (3[ua0sed (IGE 01 G/ ) SIUN0S [[6 0 4 6T 153YB1Y }xau U UT SN0 ‘KeaS w3 (amusoiad qive 01 YOG} SIMUNO2 [[B JO 9 ¢
1SSy 1xau Yy ul Snun0o AR1S wNIpaw {(sa[NuAd13d yiz6 01 LRGE) SANUNOD [ JO % £ 159y 81y 1x5u 51 ur saNUN0D K13 Y1ep {(so[Hus0Iad 1166 PUR [ISE) SAUNCD
1TE JO % Z 153431y 211 Ul PYURI SINUNOS “YIR[] SMO[[0] S® ST FUIPRYS *JSUIOD Y] JOMO] 1) UT AIE SHIET £IUA0D 190€ 9w a0j uodAjod Asuanbaiy pue Aoy dew ay |,

dew 6/6]-(L6] ‘SSTEW NG "§7() 20§ ‘saNs AJoreridsas 10130 pue emaqd Surpnpdur ‘Sun| pue ‘SNGO0Iq ‘BOYSED Y JO J2IUED JO SIEI POAIISqO 0) 9PMN) g TdADIY

Kuno g
S91'€91°791 H(%)3po2 31
AELBBENLS S,
DPLGDHB LR GG

00 7_——-1




RIGGAN ET AL.

236

() e 10 ue3Sry ur popracud ST UCHEWLIONN [BUONIPPY "S2SD35Y(] fO HONDIIISSD])) JUONDLIINU] 341 JO LOISIMTY 3G Y UI saL1031ed 2seastp ap an1T wesSosmy agy
MO[3q SIPOD (I YL ‘4] [BUOIIET ) 18 SHIEP Jo s1aquunts Juesiudis yitm sdnoud ade j[e 10] sajel yreap syraads-33e o) smoys (03I Jo JIn0) 247 ut) dew 3
Jo 14811 Jomo] ot ut uresSo3sIy St ], eI JEUOTIEU i JO uopes0) 1 saempar uodijod Asuanbany sy pue seq duoy saddn oy udomiaq A Buen) oy g, “sae1 Ljunod
[90E 241 JO UonNQINSIP 2 Wwol} pajonnsuod uodijoed Auanbay sy vo suonedo] iy o) siued 1N 3531 Saye[21 Jeq suo) Jaddn 31, “1ed [eUoleu 2] jo Sunjues
AN Y SINEIPUT JR] 2U0) JIMO] U7 MO I[SURLE) | “Trq 2U0) Jamo] 3 ul pajensnij Ajreorqdes ase sjutod jno asay 1, - (se[nuaarad iy, 0] Yi() SSHUNOI [[E jo
95 G/, 15901 911 UI SINUNOD At | (3Nuastad g8 01 YIG, ) SANUNCS [[& Jo g4 6T 35y Iy 1xau atp i sanunod “Kerd Wi < (epuaasad Yips 01 Y1) $2NUN0I [[8 JO % 6
153y By yxau 3y} U S30UNeD “AR13 wnipaw ‘(samuaciad yizg 01 (AGE) SAIUN0D TTe JO % ¢ 15aYSY 1%au ) ut sanunod Kerd yaep {(sa[nuaciad igs pue Yigs) Sanunod
I8 JO % 7 15948y 311 U PYURI S3NUNOD *NIB[Q SMO][0) B §1 SUTPRYS "151100 JJo] Jame] AU Ul 316 s2181 L1unos [90g oy 10§ uodLjod Aouanbaij pue Loy dewray g

-dewr g 61-OL6] “SEW Y g 0] ‘Ss Asorendsas o pue emapd Sunpnpour ‘Bun) pue ‘Snysuadq ‘eaydsen ) Jo 195ued 10§ [Ipow dnumb oy apinny g AN

Kunod £q
$91°E91°Z91 :(s)9poa @21 v




237

ASSESSMENT OF SPATIAL VARIATIONS

"(€) e 12 uE3ANy Ul papIAOId ST UOHEULIOIUL [EUORIPRY "SaSBISKT fo MONDILISSDI) JUUONTILIam Y1 fo uOISNAY HiG A UY SaLIoT1e aseastp ol aa18 weadorsiy o
#440]3q $3p02 (JO L1, “[2A3] TRUOTIEL JY3 T8 STIEID JO sIsqumu Juedyusts [ sdncud afe [e 10y sarer ypeap sywads-ade ay) smoys (001X Jo Jno) 3y ur) dew ap
30 13w somo| 2up ui uresSoisy YT, "21ed [EUONEY I JO UCHEDO] Y3 sarepur uoSijod A>uanbayy aqy pue 1eq suc) Jaddn ayp usamiaq S(SuwLn JY L s Lunod
190£ 3y jo uotngLIsIp 3y woy pardnusuoo uodifod Lusnbayy oy uo suchiesof 11y 0] suted 102 353w sarelaL Ieq auod zaddn ay L. 31w [EuoRY ayt jo Suryues
JATE[RI SY] SALIIPUL JEq JUOY I3MO] ) MOTaq 2(BreLn 9y | “Teq Su0) 1amo] 2yl Ut parensni[i Ajreatydesd are simod Ina asai “(saynuacaad Yy 0 (i) SSNUNOY [k Jo
% SL 153407 30 U1 SANUNOS My | (3[103013d (68 01 IS/ ) SINUNOS [T8 Jo % 5T 15auBry 1xau ay) i sanunod Aesd sy <(amuaciad ipg 01 46) SSHILN0D [ o 9, ¢
183431y 1X0U AL Ut sanUNOS Kexd wnIpaw ‘(symuaaaad Y6 01 1CE) SINUNDS e JO % £159yB1 1¥3u 3y U1 S3NUNos Kead yrep |(ss[nusstad Yige pUE Yige) sanunod
1B JO % 7 359y 3Iy oY) Ul POYURI SANUNOS “YIB]q :SMOT|0J SE §1 SUIPRYS "ISWI0D 1J3] J2MO] 311 UI 2Xe sajex Ajunad 190€ 2u3 40} uodLjod Aouanbayy pue Loy dewr sy
“dewr 6/61—0L6] “SOTEUT AIYM *§°() 103 ‘sans Kroyendsar o pue einad Buipnpous ‘Sun| pue ‘SnYACIQ ‘EIYIEN JO ISOUED 10} (SPOW 9TeIS-0m) C1OPING (] TUNOL]

Kwunoa 4q
FOU'E9L'Z91 H(x)opoa (1]




238 RIGGAN ET AL.

for the selected cut points, the EB procedure produces rankings
of individual counties, whereas the NCI procedure does not.
With rankings, we have the flexibility to select different cut points
based on different decision problems. NCI's use of a selected
statistical confidence level (e.g., 5 %) does not mean that 5 % of
the counties will necessarily surpass that confidence level, under
the null hypothesis of no significant differences in county rates.
For example, depending upon the type of cancer and its frequen-
cy, one could have 4, 7, or more of the counties pass the 5% con-
fidence limit. This will be problematic for certain decision prob-
lems such as when one has a fixed level of resources to conduct
some actions in a fixed number of counties. The NCI procedure
requires recomputation of all county classifications if the deci-
sion procedure, or a utility analysis, suggests that an alternative
cut point may be more appropriate. Because it provides a fixed
ranking of all counties, the EB procedures do not have his prob-
lem. Thus, the rate stabilization procedure has appropriate
operating characteristics for accomplishing several types of
scientific and environmental policy related tasks.

The applications of these procedures to death rates is not their
only possible use. They could be used for analysis of any type of
health, or health service, related event in small local populations,
e.g., the risk of accidents or the use of renal dialysis. This can be
accomplished without the necessity of making strong modeling
or distributional assumptions about the spatial distribution of
mortality or morbidity risks, using standard epidemiological
measures of risk.

Research reported in this paper is supported by EPA Cooperative Agreement
no. CR311090 and CR315311-0)-1 and NIA grant AGOL159.
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